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Abstract— Unmanned aerial vehicles (UAVs) are at the fore-
front of this century’s technological shift, becoming ubiquitous
in research and market areas. However, as a UAV navigates
autonomously, there are unanticipated occasions, e.g., collisions
with dynamic obstacles or loss of data provided by the global
navigation satellite system (GNSS), where the aircraft has to
change its mission plans. In particular, to be protected from
possible accidents, the platform’s geofence protection system
should adjust the trajectory appropriately when obstacles are
detected and select the proper ground surface when emergency
landing is prompted. As these processes require fast reaction
times, utilizing low latency sensors and algorithms is necessary.
This article proposes a complete and low-complexity geofence
protection system for recognizing moving objects and assessing
the ground surface’s suitability using onboard sensing and
processing modules. The proposed system is implemented on
a novel fixed-wing UAV, designated as MPU RX-4, which fea-
tures an unconventional flying wing layout and vertical take-off
and landing (VTOL) capabilities. Our system is based on a
forward-facing laser imaging, detection, and ranging (LIDAR)
sensor and three downward-facing laser rangefinders. We take
advantage of the high-precision distance measurements and
operational speed to identify moving obstacles using the LIDAR
module, while the ground’s slope and the existence of any
obstacle therein are computed through the rangefinders. First, the
article describes the UAV design procedure and its aerodynamic
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performance characteristics, which allowed us to evaluate our
approach on a testbed aircraft. Then, the evaluation protocol
shows that our system can perform robustly and under real-time
constraints reaching an overall latency of only 165.5 ms, sufficient
for reliable detection and avoidance of moving obstacles.

Index Terms— Geofence protection system, unmanned aerial
vehicle (UAV), vertical take-off and landing (VTOL), visual-based
navigation.

I. INTRODUCTION

IN ROBOTICS literature, unmanned aerial vehicles (UAVs)
are usually called multicopter platforms or microaerial

vehicles (MAVs) [1]. Due to the market’s demands for var-
ious military, commercial, and industrial applications, these
systems have become widely popular in the research commu-
nity [2]. However, their growth is mainly owed to the signif-
icant technological advances in machine autonomy [3], [4].
Representative examples include traffic and farming surveil-
lance [5], [6], asset monitoring [7], wildfire detection [8], [9],
investigation of hazardous environments [10], [11], product
delivery [12], [13], structure inspection (such as power cables,
dam walls, vessels, and bridges) [14], [15], [16], [17], [18],
and search-and-rescue missions [19], [20].

The main components for achieving such autonomous tasks
are take-off [21], trajectory tracking [22], [23], and precise
landing [24]. Nevertheless, primarily based on a global naviga-
tion satellite system (GNSS) receiver [25], trajectory tracking
and landing are the most critical among the abovementioned
ones. Unfortunately, several accidents have been reported over
the last years due to obstacles in the aircraft’s path and the
selection of unsuitable ground surfaces during landing [26].
Moreover, methods based on GNSS are susceptible to interfer-
ence [27], which increases the accident rate when navigation
and landing are performed in complex environments. Yet, the
difficulty in both situations is related to the task of the flight
controller to generate a proper trajectory while minimizing
power consumption and providing robustness in the face of
dynamic conditions, e.g., moving obstacles [28], [29], [30],
sudden wind gusts and rotor downwash [31], moving landing
platforms [32], or unsuitable landing surfaces [33], such as
rocky surroundings or high slope [34]. However, today’s UAVs
are still restricted by their onboard processing power, which
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is insufficient for reacting promptly in such cases. Due to this
fact, frameworks that evaluate the safety level of the aircrafts’
trajectory planning and landing procedures are becoming a
popular research topic [35], [36], [37].

Aiming to autonomously navigate on a large scale, vehi-
cles need a geofence protection system capable of working
with low latency sensors and algorithms [38]. Over the past
decade [39], much research has been conducted based on
visual sensory information [40], [41], [42], [43], [44]. Due
to their low-cost [45], [46] and low-interference character-
istics [47], [48], [49], [50], vision-based systems have been
proven reliable for different vehicle types [51], [52], [53],
including vertical take-off and landing (VTOL) platforms [54],
[55], [56]. However, as most image-based computer vision
algorithms for geofencing are prone to errors [57], [58],
researchers focus on robust measurements provided by laser
scanners [59], such as laser imaging, detection, and ranging
(LIDAR) sensors [60], [61], [62], [63]. Yet, failures and faults
in sensor measurements, expressed as anomalies in the flight
data, are recognized through anomaly detection methods [64],
[65], [66], [67].

Since a geofence protection system holds a vital role in the
mission’s integrity when developing a fully autonomous UAV,
in this article, we propose a lightweight and low-complexity
pipeline to detect and avoid obstacles in the aircraft’s path,
as well as a landing method to compute the surface’s slope
together with potential obstacles therein under real-time con-
straints [68]. This way, we address the challenge of pro-
tecting a UAV from possible accidents through a framework
that uses only onboard sensing and computation [69]. Our
pipeline adopts the measurements given by a forward-facing
LIDAR for interpreting and evaluating the aircraft’s view,
while three downward-facing laser range finders are respon-
sible for providing the ground surface’s suitability. More
specifically, exploiting the temporal information in the event
stream, we distinguish objects between static and dynamic
ones, while an efficient strategy issues appropriate control
commands to avoid potential obstacles. Similarly, a low-
complexity algorithm detects protruding objects, e.g., rocks
or tree trunks, based on the repetitive measurements given
by the downward-facing sensors. To assess our approaches,
a prototype testbed hybrid fixed-wing VTOL UAV, dubbed
MPU RX-4 [70], [71], was developed and evaluated. Our
extensive experimental evaluation protocol is provided for
several challenging cases. The main contributions of the article
at hand are as follows.

1) First, a complete geofence protection system for evalu-
ating moving objects during navigation and the ground
surface’s suitability for emergency landing is introduced.
This system is based on two types of laser sensors:

a) a solid LIDAR sensor, i.e., without moving parts,
which is used for the recognition of obstacles in
the UAV trajectory;

b) three range finders for the recognition of landing
surface suitability to make it possible for the entire
framework to run in real time.

2) Second, a low-complexity obstacle detection pipeline
based on the measurements provided by the LIDAR is

proposed, capable of achieving real-time performance
on an embedded Intel Edison computer. We consider the
magnitude and the direction of the obstacle’s velocity to
decide which path to evade, and we introduce a decaying
factor to account for dynamic obstacles.

3) Third, the MPU RX-4 platform’s detailed design and
implementation are also presented, featuring an innov-
ative and efficient VTOL propulsion system, together
with its computational fluid dynamics (CFD)-aided
performance.

4) Fourth, a qualitative and quantitative evaluation proto-
col was developed and presented, aiming to provide
the results of the proposed geofence protection system
regarding on the detection accuracy and computational
complexity.

The remainder of this work is organized as follows.
Section II provides an extensive description of the MPU RX-4
platform’s design and Section III presents its CFD modeling.
Next, Section IV clarifies the proposed geofence protection
mechanism, while the system’s experimental evaluation is
presented in Section V. Finally, our conclusions are outlined
in Section VI.

A. VTOL—UAVs Foundation

Today’s available UAVs are categorized based on their
external dimensions, viz., the gross take-off weight (GTOW)
or the means of lift generation. Concerning the latest, different
platforms are classified as fixed-wing or multirotor. Several
exclusive advantages and inherent limitations exist for each
case. More specifically, fixed-wing UAVs exhibit reduced
aerodynamic drag, smaller thrust-to-weight requirements, and
improved aerodynamic design. However, on the one hand,
these attributes improve aerodynamic performance character-
istics, such as higher endurance, flight range, and payload
capacity. On the other hand, their main disadvantages refer
to the need for a runway or launch-and-recovery system
(i.e., catapult and recovery net) and their inability to operate
in confined environments at very low speeds (stall velocity
limitation) [72]. Contrariwise, multirotor UAVs can take-off
and land at a broader range of areas, while through their unique
hovering capability, they can be adopted for several complex
missions. Nevertheless, they require a higher thrust-to-weight
ratio while presenting increased aerodynamic drag due to sev-
eral exposed parts. Furthermore, the continuous operation of
their motors results in significantly higher power consumption.
Hence, their overall endurance, range, and maximum speed are
severely limited [73].

In recent years, hybrid designs have come to the fore-
ground, incorporating the benefits of both configurations while
minimizing their disadvantages. These UAVs (e.g., VTOL,
hover, fixed-wing cruise) can operate at a wider flight envelope
and, simultaneously, are suitable for a more extensive range
of missions. Based on how their take-off and landing are
performed [74], they are further categorized into tailsitter, tilt-
rotor, and tilt-wing or dual-system. Usually, designers select
dual-system configurations, where the VTOL and fixed-wing
flight segments are entirely separated, i.e., each uses a different
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propulsion system. These VTOL UAVs, such as the Latitude
Engineering’s HQ-60 and the AeroVironment’s T-20 [75], have
been operational for many years. Their primary advantage lies
in their relative design and manufacturing simplicity, which
is highly attractive to UAV designers. At the same time,
further research is still conducted in their domain, as indicated
by Dündar et al. [73] and Tyan et al. [76]. However, dual-
system configurations exhibit poorer aerodynamic behavior.
This is owed to two main reasons. First, the presence of
booms increases the UAV’s wetted area, and thus, the friction-
related drag. On the other hand, their exposed motors and
propellers are a source of additional losses due to vortexes
and windmilling drag. Next, the second most popular VTOL
system is the tilt-rotor or tilt-wing, which both share many
similarities in flight mechanics. Their distinction is based on
the overall UAV’s geometry, the sizing, and the design of the
tilting mechanisms. Most notably, significant corporations and
research agencies are developing such UAVs, for instance, the
IAI with the tilt-rotor Panther UAV [77], and NASA and JAXA
with the tilt-wing GL-10 [75] and QUX-02 [72], respectively.
These designs avoid the dual systems’ issues but are more
complex to design and implement, requiring additional regular
maintenance of the rotating parts. Additionally, this type of
VTOL increases the UAV’s GTOW, which in some cases
can result in poorer aerodynamic characteristics compared to
a simple dual-system design. Finally, tailsitter systems can
feature the minimum number of required motors (i.e., two)
for both VTOL and fixed-wing flight segments, which do
not need tilt during the transition. This can provide a unique
advantage in terms of GTOW and design complexity. However,
tailsitter systems suffer from two main drawbacks. First,
a highly advanced and complex autopilot system is required
to perform VTOL and transition under wind conditions with
only two motors. Moreover, tailsitter UAVs are limited to small
GTOWs, since the motor sizing is directly related to it, and
large GTOW values could result in front-heavy and highly
unstable designs. The most successful tailsitter UAV that is
operational for mapping and monitoring applications is the
WingtraOne [78].

Despite the usually increased weight requirements of
fixed-wing VTOL UAVs, they still operate at a wider flight
envelope than their conventional fixed-wing counterparts due
to additional motors, batteries, and auxiliary systems. There-
fore, based on the statement above, the proposed MPU-RX4
follows a hybrid configuration that exploits the advantages
of performing under different environment cases while pre-
serving high efficiency. Specifically, the MPU RX-4 features
a flying wing layout while a hybrid tilt-wing/dual system
performs its propulsion. In addition, two main motors are
mounted on the canards, which can be rotated independently
of one another, and are utilized during VTOL and fixed-
wing flight. The UAV performs VTOL as a tricopter config-
uration, with a third fixed motor mounted on the rear side
and which operates only during VTOL. During the fixed-
wing flight, the third motor is concealed within the UAV’s
main body by dedicated hatches [79], thus minimizing any
potential drag increase from additional exposure to the flow
parts.

B. Problem Statement

To maintain any autonomous UAV intact during a mission,
the perception system must identify and avoid moving
obstacles as quickly as possible since a collision can damage
the environment, cause severe hardware failures, or even
harm humans [80]. Similarly, when an emergency landing is
required due to unforeseen scenarios (such as low remaining
power or loss of communication between the UAV and the
ground station), the geofence protection mechanism needs to
recognize the surface conditions where the platform should
land. However, as the temporal latency between perception
and action plays a crucial role in both cases [81], the
computational complexity of the algorithms and the type
of sensory readings need to be restrained [82], [83]. The
existing literature on obstacle avoidance relies heavily on
conventional cameras (either in a monocular [84], [85], [86],
[87] or a stereo configuration [88], [89], [90], [91]), as well
as depth cameras [92], [93], [94]. Still, in most cases, the
obstacles are assumed to be either static or quasi-static, i.e.,
following a slow relative motion with respect to the vehicle’s
frame of reference [95]. Recently, event cameras, which are
bio-inspired sensors with reaction times of microseconds, have
attracted the interest of the robotics community [96]. Obstacle
detection is among the applications with the highest potential,
while their applicability for collision detection [97] and object
tracking [98], [99] is also explored. However, standard vision
algorithms cannot be applied to event cameras because their
output is not images but a stream of asynchronous events
that encode per-pixel intensity changes [30]. Therefore, the
most appropriate solution for such time-critical applications
still relies on low-latency sensors, such as lasers [100], [101],
which have reaction times of microseconds.

Additionally, as UAVs have reduced payload capabilities,
which puts a hardbound on the sensing and computing
resources they can carry, laser ranger finders [68] or
ultrasonic [34] sensors are selected to measure the distance
from the ground and recognize its suitability for landing.
Thus, MPU RX-4, a platform capable of landing vertically
on its underbelly, is equipped with an LIDAR and three
laser range finders. Furthermore, another set of sensors, viz.,
a GNSS receiver and an inertial measurement unit (IMU),
is also mounted on its platform to perform autonomous
navigation. The LIDAR is used to perceive the environment’s
surroundings and avoid collision with moving or static
obstacles during the flight, while the laser rangefinders and
IMU are considered for the aircraft’s autonomous landing.
These facing downward are employed for measuring the
aircraft’s altitude above the ground. More specifically, one
long-range rangefinder is adopted for landing and retaining
a minimum safety distance from the ground, while the
rest are low range and utilized solely for landing. Unlike
the other works in the field [102], we focus on protecting the
whole system’s integrity, and for this reason, we present the
design of the aircraft on top of which we developed our
novel algorithms. Finally, a set of experiments are conducted
to evaluate the optimal tradeoff between the detection speed
and accuracy of the obstacles in the aircraft’s view and the
surface’s suitability in an emergency landing.
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Fig. 1. Phases followed to design the proposed VTOL UAV, dubbed as MPU RX-4. Like most aerial vehicles, the design process consists of conceptual,
preliminary, and detailed design phases. During the first stage, the initial concept was selected. Next, a more detailed design was calculated in the preliminary
design, while the final platform was concluded in the last stage.

II. MPU RX-4 FRAMEWORK

Section II presents the MPU RX-4 implementation.
A detailed description of its design characteristics is provided
in [79]. However, in order for this article to be self-contained,
we first summarize the following procedures: conceptual,
preliminary, and detailed design (see Fig. 1). Subsequently,
we present the electronics’ deployment, which allows the
proposed geofence system to perceive the environment.

A. Fixed-Wing VTOL UAV Design

As the utilized hybrid VTOL fixed-wing UAV is a
custom-made platform constructed and assembled from
scratch, the initial geometry and basic parameters of the UAV
were determined in the conceptual phase. Then, two distinct
VTOL capability configurations were examined based on tradi-
tional analytical presizing methods, i.e., low fidelity and semi-
empirical correlations, and some initial CFD modeling [70].
During preliminary design, detailed sizing calculations were
performed for each UAV component [71], [79]. At the same
time, regarding the structural point of view, we investigated
the design of the mechanisms responsible for the transition
from a vertical orientation to a horizontal one. These actions
resulted in a refined weight, while several limitations were
raised concerning the MPU RX-4 sizing and its component
placement. Next, different modifications were performed to
the aircraft’s external geometry regarding the canards’ sizing
and the triple-fin landing system. In addition, the aerody-
namic and stability performance was further examined at this
phase. More specifically, the sizing of 11 control surfaces
and the detailed analyses through CFD modeling concluded
the impact of geometry alteration and weight increase. The
stability performance of the UAV was modeled with stability
and control derivatives, which are computed following the
methodology of Roskam [103], though specifically modified
for lightweight tailless UAVs [71]. The main challenge of
the MPU RX-4 in terms of stability and controllability lies
mostly in its lack of empennage (i.e., absence of vertical and
horizontal stabilizers) and directional control surfaces. Finally,
the vehicle’s external geometry, structural analyses, and final

Fig. 2. MPU RX-4 UAV configuration during the VTOL (left) and fixed-wing
segments (right).

manufacturing drawings were considered within the detailed
design. The latter included every necessary information related
to the type and number of carbon fiber layers constituting
the overall composite structure of the UAV. The resulting
configuration of the MPU RX-4 is illustrated in Fig. 2.
As shown, its basic external dimensions are given for both the
take-off and landing processes as well as during navigation
(fixed-wing with closed segments).

B. Sensor Payload and Layout

The environment perception sensors are necessary to ensure
the aircraft’s integrity during flight missions. This way, the
forward-facing LIDAR sensor was mounted to the aircraft’s
beak in the presented aircraft, while the three downward-facing
laser rangefinders were mounted in the vehicle’s belly
(see Fig. 3). More specifically, the LIDAR sensor, a Led-
darTech LeddarVu8,1 was selected to be of wide range and

1https://tinyurl.com/leddar-vu8
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Fig. 3. Overview of the sensors’ position in the proposed VTOL aircraft.
Points A and B, at the back of the aircraft, denote the two low-range laser
rangerfinders, while point � is the long-range distance sensor located at the
center of the vehicle. The last point � denotes the LIDAR sensor’s position,
which mounted on the vehicle’s beak.

amplitude, aiming to monitor a large-scale environment and
detect objects that may intervene with the aircraft’s trajectory.

Among the three downward-facing sensors, the long-range
rangefinder, an SF11/C,2 is responsible for retaining a safe
distance between the UAV and the ground, while the rest,
two TeraRanger One,3, are low-range and are used only
during surface suitability evaluation. Regarding their spatial
arrangement, the long-range sensor is located at the UAV’s
center, while the low-range ones are at the back of the aircraft.

Moreover, MPU RX-4 is equipped with a Hex Cube Black4

flight controller (previously known as Pixhawk 2.1) flashed
with PX45 software, a commercial autopilot suite that provides
internal access to the flight controller and its parameters.
However, since the processing of the above measurements
needs to operate in real-time during navigation, an Intel Edison
processor is also mounted internally as a companion computer
to the flight controller board, aiming to increase the system’s
computational capabilities. The proposed geofence protection
scheme is executed on the hosted companion computer, flashed
with a Linux operating system. Concerning the data provided
by the three downward-facing laser rangefinders to the con-
troller and subsequently to the companion computer, the inter-
integrated circuit (I2C) and MAVs communication protocol
(MAVLink6) are used. In contrast, the LIDAR measurements
are provided to the flight controller through the serial protocol.
This way, the Hex Cube Black is utilized as an off-the-
shelf solution for reading the acquired distance measurements.
In Fig. 4, the proposed flight system is presented, while the
overall specifications are displayed in Table I.

III. MPU RX-4 CFD MODELING

As previously stated, during the design process of a UAV,
high-fidelity CFD computations are necessary for the accu-
rate prediction of the aerodynamic characteristics and the
estimation of the UAV’s flight performance subsequently.
Therefore, concerning the CFD modeling of MPU RX-4, the
steady-state incompressible Reynolds Averaged Navier–Stokes
(RANS) equations were solved, and the one equation eddy

2https://tinyurl.com/sf11-c-120m
3https://tinyurl.com/teraranger1
4https://tinyurl.com/HexCubeBlack
5https://tinyurl.com/px4io
6https://tinyurl.com/mavlinkio

Fig. 4. Overview of the proposed geofence protection system. The flight con-
troller communicates with the forward-facing LIDAR sensor and the internal
companion computer through the serial protocol, while the downward-facing
rangefinders use the I2C protocol.

TABLE I

MPU RX-4 SPECIFICATIONS

viscosity turbulence model of Spalart and Allmaras was used
for their closure [104]. The Spalart–Allmaras is a widely used
turbulence model in aeronautical applications, ranging from
commercial airliners to mini fixed-wing UAVs [105], [106].
Since CFD modeling required significant computational
resources, the geometry used in the modeling is a simplified
version of the one presented in Fig. 2, with the nonessential
details being omitted without loss in aerodynamic accuracy.
The contribution of these omitted details is relatively small
and is calculated through the analytical methods presented
by Roskam [103], and thus are deemed nonessential. The
results of CFD modeling were also compared against those
obtained from the previously mentioned analytical methods,
which are widely used in the aircraft design process, and
were in very close agreement. The necessary computational
meshes were unstructured and were generated with the BETA
ANSA preprocessing software (v21.0.1). Each one presents a
structured-like region near the solid wall surfaces of the UAV,
with 25 cells in the normal to the wall direction, to accurately
capture the boundary layer development. The total number of
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computational cells for the mesh used is around 12 million,
resulting from grid independence studies previously performed
at cruise conditions.

The UAV is designed to operate at altitudes less than 400 ft,
complying with Greek National regulations concerning UAV
flights. Hence the air properties for the CFD modeling corre-
spond to that altitude, based on the U.S. Standard Atmosphere
model. As for the boundary conditions related to turbulence
parameters, only the eddy viscosity ratio must be defined and
is set equal to 0.21 [107].

IV. MPU RX-4 GEOFENCE PROTECTION SYSTEM

This section presents the proposed methods for the UAV’s
onboard geofence protection system. Our techniques for obsta-
cle avoidance and landing surface evaluation are based on
the selected perception sensors. In particular, the primary
function of the long-range rangefinder is to identify changes
over the ground’s elevation to adjust the flight altitude of the
UAV during its mission. If the measured distance between the
vehicle and the ground surfaces falls below a threshold, i.e.,
30 m, adjustments are performed lifting the UAV at a safer
position. Its secondary function lies in its cooperation with
the rest of the rangefinders for assessing the suitability of the
landing area (see Section IV-B).

A. Obstacle Detection and Avoidance

The LIDAR sensor, which is responsible for the forward
view of the MPU-RX4, offers multiple measurements from the
platform’s surroundings by dividing its total viewing angle into
eight equal segments. This comes in contrast to the majority
of LIDAR modules which are composed of moving parts to
scan the working environment. Therefore, we direct the vehicle
toward the least occluded area according to the LIDAR’s
measurements when an obstacle is recorded. The proposed
geofence protection system can address the following two
cases.

1) Static obstacle: The sensor’s measurements correspond
to points that remain constant with respect to the world’s
frame of reference during the flight, e.g., a tall tree.

2) Dynamic obstacle: Contrary to the previous category,
this case refers to dynamic obstacle that, together with
the UAV, also move with respect to the world’s frame
of reference.

According to the above, the proposed methodology for safe
navigation and obstacle avoidance is given below.

1) During its mission, the system retains and constantly
reevaluates its position and orientation in real time based
on the PX4 autopilot. At the same time, it maintains the
predefined trajectory until it reaches the next way-point.

2) As the LIDAR records the environment’s surroundings,
its data are used to identify any object in its surveil-
lance frustum which might be dangerous to the plat-
form’s integrity. Subsequently, a circumference around
the obstacle is computed and a safer local path is
calculated around the occupied area in the following
manner.

Fig. 5. Obstacle avoidance during navigation.

a) Static obstacle: An upward-facing 2-D Gaussian
curve N(x, y) is computed and placed in the loca-
tion where the obstacle is detected. By making use
of its parameters, the obstacle’s opacity circumfer-
ence can be specified to the desired level of safety,
which indicates the local path that the aircraft will
follow.

b) Dynamic obstacle: In accordance to previous case,
a Gaussian curve is placed over the detected obsta-
cle in a similar manner. Nevertheless, its covariance
parameters are calculated based on the obstacle’s
motion. In this way, we avoid the moving object
and define a safe path according to the object’s
behavior.

For the above two cases, the Gaussian function can be
defined as [108]

N(x, y) = A · exp
(−(

a(x − x0)
2 + 2b(x − x0)(y − y0)

+ c(y − y0)
2))

where, A denotes the amplitude coefficient, [x0, y0]
the center of the Gaussian curve, [σx , σy] its standard
deviation along the two axes X and Y of the world frame
of reference and

a = cos2 θ

2σ 2
x

+ sin2 θ

2σ 2
y

(1)

b = − sin 2θ

4σ 2
x

+ sin 2θ

4σ 2
y

(2)

c = sin2 θ

2σ 2
x

+ cos2 θ

2σ 2
y

. (3)

We define θ as the relative angle in which the obstacle
is moving with respect to the aircraft, and we compute
the vehicle’s movement by curving around the Gaussian
pdf at a specific A value. By increasing [σx , σy] or by
decreasing the targeted value of A, the circumference
can be broaden according to the desired safety standards.
To ensure the proposed platform’s integrity, coefficient A
is dynamically calculated for each individual obstacle to
define a curve 1.5 times wider than the detected object’s
radius. An illustrative example is presented in Fig. 5.

3) The generated path is transmitted to the navigation
system to avoid the possibility of collision. During this
process, the previously mentioned steps are constantly

Authorized licensed use limited to: University of Thrace (Democritus University of Thrace). Downloaded on January 10,2023 at 09:12:40 UTC from IEEE Xplore.  Restrictions apply. 



TSINTOTAS et al.: MPU RX-4 PROJECT: DESIGN, ELECTRONICS AND SOFTWARE DEVELOPMENT 7000113

reevaluated so that new potential obstacles can be iden-
tified once more.

4) Finally, the platform returns to its predefined trajectory
when the obstacle is eventually avoided, while the whole
process is reinitialized to continue the environment’s
monitoring.

B. Autonomous Landing

When the communication between the UAV and the ground
station is interrupted, or the system needs to stop its oper-
ation due to an unforeseen scenario, autonomous landing is
employed through the following steps.

1) The vehicle descends slowly, using the long-range laser
rangefinder until it reaches a ground distance of 5 m.

2) The remaining two downward-facing laser rangefinders
are activated, and the surface evaluation process begins.
To assess the landing area’s conditions, i.e., computing
the surface’s slope and identifying any objects therein,
the proposed perception framework uses the sensors’
output to calculate the dominant surface’s plane.

3) Any object affecting the landing procedure can be
detected and avoided by exploiting the aircraft’s con-
tinuous hovering and consecutive measurements.

4) Based on the above results, the area’s slope and clear-
ance are estimated, and the vehicle is prompt to move
elsewhere if the terrain is unsuitably steep or anomalous.
If the recognized landing surface’s conditions are satis-
fied, the aircraft continues its descending and sensing
procedures until it touches the ground.

The approaches for computing the ground’s slope and objects
therein are described in detail within the following subsections.

1) Landing Surface’s Slope Evaluation: Three distance
measurements between the UAV and the candidate landing
ground are required to calculate a plane. These can be used as
distinct points since the sensor’s location upon the aircraft’s
body is known (see Fig. 3). Considering the lengths X and Y
from the system’s design and that Z A, Z B , and Z� are
the corresponding sensors’ distance measurements, the points
needed for the plane’s computation are defined for the UAV’s
frame of reference as

PA =
⎡
⎣

0
0

Z A

⎤
⎦, PB =

⎡
⎣

X
0

Z B

⎤
⎦, P� =

⎡
⎣

X/2
Y
Z�

⎤
⎦. (4)

By converting the measurements provided from the IMU
sensor into a rotation matrix R and assuming no horizontal
translation for the vehicle,7 these points are expressed in the
world’s frame of reference as

P ′
A = RPA, P ′

B = RPB , P ′
� = RP�. (5)

By employing these data into the general plane equation

ax + by + cz + d = 0 (6)

each of the parameter a, b, and c is calculated. Note that
the last parameter d is set to 0 since it does not affect the

7In case of horizontal translations, the respective information can be
retrieved by the vehicle’s pose estimation module and GNSS measurements.

Fig. 6. Process of autonomous landing. When the aircraft reaches an altitude
of 5 m, its low-range distance sensors are activated. The data given by these
rangefinders and the measurements provided by the long-range sensor are
used for computing the ground’s dominant plane and, subsequently, its slope.

plane’s slope, just its displacement. The vector N = [a, b, c]T

constitutes the normal vector of the plane, whose angles with
respect to the horizontal one are calculated through

cos(φ) = N · N0

|N ||N0| (7)

where N0 = [0, 0,−1]T refers to the normal vector of the
horizontal plane. The proposed methodology is summarized
in a representative example depicted in Fig. 6.

2) Detection of Protruding Objects: Together with the
above detailed procedure for evaluating the ground’s slope, the
abundance of distance measurements obtained during landing
allows us to identify objects protruding from the estimated
surface. More specifically, we choose to exploit the hovering
movement, which occurs while the aircraft descends to the
ground, to gather several measurements from the laser sensors
and produce a point cloud of the surface. This cloud is
then utilized to identify any object in the candidate landing
area using a scheme based on the random sample consensus
(RANSAC) algorithm [109]. By keeping a total of 150 con-
secutive instances, i.e., 150 measurements of points Z A, Z B ,
and Z� , the average distance between the recorded points and
each plane is computed. The plane Q with the lowest cost
is chosen as the dominant one. Subsequently, outlying points
which are located beyond Q are used to identify protruding
objects that may harm the platform’s integrity during landing.

V. PERFORMANCE EVALUATION RESULTS

In this section, we perform a quantitative evaluation of
the performance and effectiveness of our geofence protection
system [110]. Moreover, the aerodynamic results from the
CFD modeling are presented. Finally, the overall computa-
tional complexity, which includes the timing needed for each
component to execute, is detailed.

A. Assessing the Platform’s Aerodynamics

As the CFD modeling provides the lift and drag forces
acting on the UAV for different angles of attack, we obtained
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Fig. 7. MPU RX-4 UAV drag polar.

Fig. 8. Pressure distribution around the MPU RX-4 at 12◦ angle of attack.

TABLE II

AERODYNAMIC PERFORMANCE CHARACTERISTICS OF THE MPU RX-4

the drag polar illustrated in Fig. 7. Furthermore, an indica-
tive representation of the pressure distribution and surface
streamlines on the UAV at a 12◦ angle of attack is given in
Fig. 8. Based on the above results, an improvement in the
aerodynamic characteristics of the UAV is observed compared
to the results of the preliminary design. The final aerodynamic
performance characteristics of the MPU RX-4 at the end of
the detailed design phase are given in Table II.

B. Geofence Protection System Performance

Regarding the proposed geofence protection system,
we evaluated whether our approach can select the proper area
to navigate when obstacles are presented and if the landing
surface’s suitability is satisfied. Our experiments were carried
out in an outdoor environment using three different surface
cases, viz., flat, increased slope, and rocky for evaluating the

TABLE III

SUCCESS RATE OF THE LIDAR. EACH COLUMN REPORTS THE RATE FOR
OBJECTS BEING AT A CERTAIN DISTANCE RANGE FROM THE SENSOR.

EACH ROW SHOWS THE SUCCESS RATE OF DETECTING

OBJECTS SMALLER THAN A CERTAIN SIZE

TABLE IV

ACCURACY OF OUR GEOFENCE PROTECTION

SYSTEM TO DETECT OBSTACLES

latter scenario. Furthermore, we chose to utilize flying balls,
as obstacles for assessing the former case to guarantee the
integrity of the developed platform.

1) Evaluating the Obstacle Detection Algorithms: For a
geofence protection system to be effective, it has to ensure
low latency and robustness in terms of success rate; our
first analysis regards the system’s ability to detect obstacles.
Toward this end, we performed a series of experiments using
flying balls of different sizes. In particular, we selected sizes
of up to 50 cm in diameter, and we grouped them into
three different categories: small which represent obstacles of
around 20 cm in diameter, medium that correspond to 35 cm,
and the large ones for 50 cm. Holding them by a rope, such
objects were left swing in the air in front of the sensor’s
field of view. This way we were able to determine the time
window at which they were visible by the system. If the
object was in the sensor’s field of view but did not report any
detection, we considered it a false negative of the detection
algorithm. This procedure resulted in the detection success rate
reported in Table III. As one can notice, the selected sensor
provides a high success rate for each object size. However, the
flying balls belonging to the large category showed a higher
detection rate at long distances, primarily because of their size,
rendering them easier for the system to detect. Additionally,
we checked our algorithm’s trajectory suggestion, while being
disconnected from the vehicle’s control module for safety
reasons, which yielded the circumference estimation results
presented in Table IV.

2) Evaluating the Surface Detection Pipeline: Our platform
was tested on two different scenarios [68]. Regarding the
first one, we assessed our algorithm on a flat surface without
obstacles or a significant slope, i.e., a case for suitable landing.
Concerning the second scenario, two different cases were
evaluated. The first was a surface that presented an increased
slope (>30◦), whereas the second was a surface with a large
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Fig. 9. Detection success rate.

stone which would harm the platform’s integrity. During each
landing trial, our MPU RX-4 was able to recognize the
suitability of the surface conditions. As distance measurements
were acquired from the laser rangefinders, they showed a
slight deviation due to the grass; however, the system detected
the plane’s slope with high accuracy due to the proposed
RANSAC-based scheme.

Similarly, a set of trials was held to test the detection
algorithm when the aircraft encountered an unsuitable ground
surface. Regarding the case of an increased slope, a surface
at 40◦ was selected. Our experiments showed that our system
could compute the ground’s slope with ±5◦ accuracy during
each trial. The landing area presented a large stone therein
in the last test case. During each evaluation trial, the system
detected that the ground’s slope was not flat, canceling its
landing process due to the stone’s size.

3) Uncertainty Analysis: Aiming to evaluate the uncertainty
associated with the measurements provided by the LIDAR sen-
sor, we conducted a similar series of experiments as described
above. By capturing a total of 100 distance measurements
for each obstacle (e.g., small, medium, and large), in Fig. 9,
we illustrate the results presented in Table III. In particular,
for each histogram column, we provide the average precision
achieved via our measurements. More specifically, during this
experiment our intention was to recognize the obstacle. Thus,
as a result the segment from which the distance was captured
did not affected the evaluation protocol. It is worth noting
that the proposed measurement sensor is able to capture the
obstacle existence through a high precision score reaching a
value over 70% for each case. However, this result is higher as
the sensor comes closer to the object, while the environmental
conditions are the reason behind a drop in this value.

In a similar manner, aiming to evaluate the sensor’s accu-
racy, we recorded the measurements provided by the LIDAR’s
different segments to compute the obstacle’s size. As shown
in Table IV, the generated scores as similar to the detection
success rate, i.e., the closest an obstacle the more accurate
the measurement. Nevertheless, the standard deviation of the
captured values indicate that our sensor detects the obstacle’s
diameter with high accuracy rendering the aircraft’s maneuver
more safe.

TABLE V

AVERAGE PROCESSING TIME NEEDED FOR RECOGNIZING
THE SURFACE CONDITIONS

TABLE VI

COMPARATIVE RESULTS

4) Overall Complexity: Since real-time constraints must be
satisfied for a safe mission, one of the most crucial prerequi-
sites is the system’s computational complexity. To quantify
the computational cost of our geofence protection system,
we evaluated each part of our method individually. Table V
shows the results of our evaluation, highlighting the efficiency
of each step of the algorithm, described in Section IV. It is
worth noting that our system computes the surface conditions
at 15.0 Hz and the avoidance flight path at 133.3 Hz. These
frequencies satisfy the real-time constraints by detecting haz-
ardous situations faster than the platform’s locomotion in each
case.

5) Comparative Results: Next, we compare the proposed
obstacle avoidance technique with the state-of-the-art approach
presented in [101]. Nevertheless, since a source code regarding
this pipeline is not publicly available, we implemented the
collision check based on the original method in [111]. This
version utilizes a set of discrete points along the trajectory by
searching its nearest neighbors on a set of time-accumulated
k-dimensional trees (KD). If a point on the trajectory is too
close (i.e., safety clearance) to the nearest point in the sensor’s
view, a collision alarm is activated.

In this regard, Table VI contains the obstacles’ size, the
achieved accuracy, and the average response obtained for each
instance. The performance of both systems was measured for
a distance of 100 m. This value was selected since it can
provide a generic performance value allowing both systems
to achieve high accuracy in every evaluation obstacle size.
During this experiment, our intention was to measure the
accuracy as well as the timing needed for each algorithm to
detect and compute an obstacle avoidance path. As can be
observed, the difference in terms of accuracy is minimum and,
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in general, the two methods perform quite similarly. However,
our approach is able to process each measurement in lessen
time using a reduced set of calculation as compared to the
KD-tree approach in [101]. Moreover, we have to note that
a comparison with camera-based architectures for obstacle
detection and avoidance is not presented since, during our
tests, the used companion computer was not able to process
images in real time, even by considering only key frames.

VI. CONCLUSION

As the development of effective perception algorithms to
protect the integrity of a UAV’s platform is a critical challenge
in robotics research and a highly valued goal in industry, in this
article, we designed a low-complexity geofence protection
system based on low latency sensors. UAVs are equipped with
flight-critical sensors to monitor the surrounding environment.
The proposed framework pipeline can be adapted to small
and light aircraft using the distance measurements provided by
three laser rangefinders mounted on the platform’s underbelly
and the measurements given by a forward-facing LIDAR.
We demonstrate the effectiveness of our approach, using only
onboard sensing and computation, in an extensive evaluation
protocol over a testbed VTOL UAV aircraft. The entire avoid-
ance framework can run in real time on a small computing
module onboard the vehicle, together with the entire software
stack necessary to let the platform fly. Our approach prioritizes
computation, while still providing adequate accuracy, achiev-
ing 166 ms at most for computing each necessary step of the
procedure.
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