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Abstract— During simultaneous localization and mapping,
the robot should build a map of its surroundings and simul-
taneously estimate its pose in the generated map. However,
a fundamental task is to detect loops, i.e., previously visited
areas, allowing consistent map generation. Moreover, within
long-term mapping, every autonomous system needs to address
its scalability in terms of storage requirements and database
search. In this paper, we present a low-complexity sequence-
based visual loop-closure detection pipeline. Our system dynam-
ically segments the traversed route through a feature matching
technique in order to define sub-maps. In addition, visual words
are generated incrementally for the corresponding sub-maps
representation. Comparisons among these sequences-of-images
are performed thanks to probabilistic scores originated from a
voting scheme. When a candidate sub-map is indicated, global
descriptors are utilized for image-to-image pairing. Our evalua-
tion took place on several publicly-available datasets exhibiting
the system’s low complexity and high recall compared to other
state-of-the-art approaches.

I. INTRODUCTION AND RELATED WORK

Simultaneous localization and mapping (SLAM) [1], i.e.,
a robot’s ability to create a map of its surroundings and then
estimate its position in it, has evolved over the last three
decades as the most precious asset for autonomous naviga-
tion [2]. However, due to the sensor’s noise and the absence
of global positioning measurements, the robot’s estimation
concerning its pose (position and orientation) is prone to drift
over time. Hence, a crucial task that every SLAM system
has to address is the identification of previously visited map
regions in order to bound and rectify the accumulated drift.
The detection of such events, also known as loop-closures,
facilitates the SLAM’s consistent map generation.

In the early years, several methods were exploited to
map the robot’s environment based on range and bearing
sensors [3]. Still, in recent years, the increased processing
power in modern computers and the researchers’ findings
regarding how animals navigate using vision [4] have led
to the adoption of cameras as the primary perception unit
[5], [6]. Moreover, the low cost and the rich information
they provide have made them applicable to several mobile
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platforms with limited computational capabilities, such as
unmanned aerial vehicles (UAVs) [7], [8], [9] and space
exploration rovers [10], [11], [12]. In addition, using the
visual information of the incoming image stream, loop-
closure detection pipelines can perform with high efficiency.
Such frameworks includes three main processes: feature
extraction, environment representation, and decision-making
[13]. The first is related to image processing which extracts
visual features for representing the sensory data, the second
regards the robot’s internal map formulation, while the last
is responsible for measuring the system’s confidence about
its location.

Visual features are divided into global, which are based
on the entire image, and local, referring to regions-of-
interest. Methods belonging to the former category describe
the image’s appearance using a single vector [14], [15],
[16], [17], [18], [19], [20], while the ones in the second
category describe salient local image regions, resulting in
a multitude of description vectors [21], [22], [23], [24],
[25], [26], [27]. Based on the above, the main advantages
of global techniques are their compact representation and
their increased computational efficiency during matching. In
contrast to the above, local features show robustness against
transformations, such as scale and rotation [28]. Aiming
to exploit the advantages of both techniques, the robotics
community borrowed the model of bag-of-words from text
retrieval [29] in order to effectively address the loop-closure
detection task. Within this model, each extracted local feature
is assigned to a visual word belonging to a visual vocabulary
generated beforehand [30]. This way, the incoming image is
represented by a visual word histogram [31], [32], [33], [34],
[35]. Nevertheless, this line of approaches is highly depended
on the quality of their vocabulary and, in turn, their training
data [36]. Aiming to improve the performance of a pre-
trained vocabulary, incrementally generated visual words are
proposed, which are typically produced by clustering similar
description vectors along the course of navigation [37], [38],
[39], [40], [41], [42], [43], [44].

Regardless of the visual features used for representing the
camera data, environment representation is distinguished into
single- and sequence-based methods. The former approaches
use each image as an individual observation to represent
the traversed route [45], [46], [47], while the latter generate
sub-maps, i.e., groups of individual images, represented by
common data [48], [49], [50]. This way, sequence-based
frameworks take advantage of the additional information
provided by a group of images in a scene [51]. The main
difference among the techniques mentioned above regards
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their computational complexity while the system searches for
loop-closure event. Single-based techniques present higher
complexity as the robot has to seek in the whole database
at each time-step [52], [53]. In contrast, when sub-maps are
adopted, searching is performed among the generated se-
quences, inspecting, this way, only the most relative locations
and images [54], [55]. However, many challenges arise when
breaking the map into sequences, including optimal sub-map
size, sub-map overlap during query, or consistent semantic
map segmentation. To overcome them, several approaches
utilize a sliding window of fixed size [56], [57]. Although
this solution can improve the system’s performance, its
functionality can be proved computationally intensive [58].

Finally, decision-making refers to the means for obtaining
the system’s confidence about a loop event. In general, when
global features are used, comparisons are made based on
their descriptors’ distance [59], e.g., Euclidean or cosine
[60]. However, for methods based on local features, voting
schemes are adopted [61].

As the storage requirements needed to map the whole
environment in long-term applications constitute a crucial
factor, this paper exploits the advantages mentioned above
and proposes a low-complexity system for detecting loop-
closures through the scene’s appearance. Our pipeline relies
on the trajectory’s dynamic sub-map definition, while an
incremental visual vocabulary is generated for their repre-
sentation. Also, global descriptors are used for each image
included in a sequence permitting faster image-to-image
indexing during the query. Our system’s confidence about a
loop-closure event comes from the probabilistic score origi-
nated from the sub-maps’ accumulated votes, which are cast
during the query. Our main contributions are summarized as
follows:

• A straightforward sequence-based visual loop-closure
pipeline with reduced computational complexity is pro-
posed.

• An extended experimental evaluation based on the
vocabulary’s size, the storage requirements, and the
operational timings is presented to fully assess the per-
formance of our proposal on publicly available datasets.

The rest of the paper is organized as follows. Section
II describes the proposed system in detail. In Section III,
its performance is evaluated, while Section IV provides our
conclusions and plans for future work are provided.

II. METHODOLOGY

A pipeline of three operations is followed to detect loop-
closures in the robot’s traversed route, namely: i) the image
processing, ii) the mapping, and iii) the database query
process. Visual features’ extraction is associated to the first
part, the trajectory segmentation and database creation to
the second, whereas the voting scheme and its probabilistic
scoring belong to the last part. In the following subsections,
each stage is described in detail, while Fig. 1 presents a their
schematic representation.

Fig. 1: An overview of the proposed framework. At each
time step, local and global visual features are extracted from
the obtained image. Firstly, local feature matching is used
to dynamically segment the trajectory, and subsequently, the
corresponding visual words are generated via growing neural
gas clustering [62]. Global features are stored for image-to-
image matching when the proper sequence is detected.

A. Visual data processing

As the visual stream is captured by the camera sensor, the
image processing module is responsible for two processes.
The first concerns the detection of the ν most prominent
key-points (ν = 300 [41]) and the formulation of their
respective description vectors. The above are retained in
two different list, viz., PI(t) = {p1I(t), p

2
I(t), ..., p

ν
I(t)} and

DI(t) = {d1I(t), d
2
I(t), ..., d

ν
I(t)}, for the points-of-interest and

the descriptors respectively. Within the scope of our work,
speeded-up robust features (SURF) are selected since they
provide an effective balance between robustness and compu-
tational complexity [22]. These local features are intended to
be used for the trajectory’s segmentation and the correspond-
ing visual words’ generation. The second process regards
the extraction of histogram-of-oriented-gradients (HOG) for
the image’s global representation [14]. These are meant for
achieving image-to-image associations at the last part of our
pipeline.

B. Defining sub-maps

In order to generate new sub-maps, a local feature match-
ing coherence check is performed among consecutive image
frames. This procedure is coupled with a key-points restric-
tion step that rejects matches if their points’ correspondence
does not satisfy a Euclidean distance threshold α [43]. In
particular, some description vectors tend to be identical to
each other; however, they may represent a different point
in the current view I(t) than the one in the just preceding
frame I(t−1) (see top right in Fig 1). Hence, a new sub-
map is determined when the correlation between the last n
images’ descriptors appears no more. The description vectors
corresponding to each new sub-map are, subsequently, feed
to a growing neural gas (GNG) clustering technique [62] for
the corresponding visual words creation S(t). Our pipeline
uses GNG for local descriptors quantization since the number
of extracted features is not predefined, i.e., some sequences
may be shorter than others yielding a smaller amount of
visual words. However, the proposed mechanism permits the
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dynamic assignment of visual elements due to its incremental
nature. More specifically, new vocabulary entries are gener-
ated via a frequency criterion. This way, we achieve to build
a system independent from the amount of extracted local
features in the incoming image and simultaneously able to
perform in different environments. The maximum allowed
set of generated visual words is selected to be equal with
the images’ extracted features ν. The parameters involved
in this procedure, including the clustering iterations and
the visual words generation frequency, follow the imple-
mentation in [41]. Nevertheless, when clustering is finished,
local descriptors are neglected, and the database of global
features SHOG is utilized along the course of navigation:
SHOG = {HOG(1),HOG(2), ...,HOG(t)}.

C. Sub-map indexing

At time t, when the latest sequence S is defined, the
query process is executed for the most recently generated
sub-map S(t). Since the proposed pipeline does not adopt a
global description vector for representing sequences, a voting
scheme is utilized to indicate possibly loop-closure events.
Visual words belonging to the query sub-map seek for the
most similar ones in the database through an exhaustive
k- nearest neighbor search (k = 1). Votes are distributed into
the map, while a vote counter for each sub-map increases in
agreement with its visual words pooling. The vote density
xS(t) of each database sequence S plays the most critical
role in the system’s confidence.

The similarity between the query and each database sub-
maps is evaluated through a probabilistic score obtained by
the binomial density function [61]. This way, we avoid the
naı̈ve approach of applying a heuristic threshold over xS(t)
for detecting potential loop-closures. The probabilistic score
assigned to each sub-map examines the rareness of an event,
i.e., high vote density in a specific sequence. This is due
to the realization that when a robot is visiting a new area,
which has never been encountered before, votes should be
distributed randomly over the total of the already generated
sub-maps, meaning that their vote density should be small:

XS(t) ∼ Bin(n, p), n = N(t), p =
λS

Λ(t)
. (1)

In the above, XS(t) represents the random variable for the
number of aggregated votes of the pre-visited sub-map S at
time t, N denotes the multitude of query’s sequence visual
words, λ is the total of visual words in S, and Λ corresponds
to the size of the searching area at query time t. Finally,
two conditions needs to be met before a visited sub-map is
accepted. The first concerns its probabilistic score, which has
to satisfy a loop-closure hypothesis threshold θ:

Pr(XS(t) = xS(t)) < θ < 1, (2)

while the second concerns the number of accumulated votes
for each sub-map, which needs to be greater than the
distribution’s expected value:

xS(t) > E[XS(t)], (3)

TABLE I: Datasets’ description

Label Sensor characteristics # Images Distance

KITTI 00 [63] 1241 × 376, 10 Hz 4551 12.5 Km

KITTI 02 [63] 1241 × 376, 10 Hz 4661 13.0 Km

KITTI 05 [63] 1241 × 376, 10 Hz 2761 7.5 Km

Malaga 2009 6L [64] 1024 × 768, 7.5 Hz 3474 1.2 Km

New College [65] 512 × 384, 1 Hz 2624 2.2 Km

aiming to address the rare cases in which a location gathers
exceptionally few votes.

As a final note, to avoid erroneous detections originated
by the robot’s varying velocity, e.g., the platform remains
still, a temporal window of 40s rejects recently visited areas
[44]. Thanks to this mechanism, the system is endowed with
the certainty that S(t) does not share common visual features
with the database.

D. Images’ correspondence

Up to this point, the proposed system can highlight a
similar sequence in the navigated path. However, as a final
step, an image-to-image association is performed between
the images belonging to the query sub-map S(t) and the
ones in candidate group SM . Aiming to find the most similar
member, cosine distance is used.

III. MEASURING THE PERFORMANCE

In this section, the evaluation protocol is presented, in-
cluding the datasets, the ground truth information, and the
evaluation metrics used for assessing the system’s perfor-
mance. Most experiments are conducted on several publicly-
available datasets captured under various conditions, i.e., sen-
sor characteristics, number of images, and different traversed
distance, as shown in Table I. This way, the adaptability
of our pipeline is demonstrated over several operational
conditions. The first evaluation scenario comes from the
KITTI vision suite [63], which constitutes a widely-known
outdoor environment providing a broad range of routes with
substantial loop-closure examples. As the visual stream is
obtained through a stereo camera rig mounted on a forward-
moving car, we considered only the left sensors’ input from
courses 00, 02, and 05. Similarly, the other datasets, viz.,
Malaga 2009 Parking 6L [64] and New College [65], have
been registered by the stereo vision system of an electric
buggy-typed vehicle and a robotic platform, respectively; yet,
only the right monocular data are utilized for our experi-
ments. All of the above sets contain a significant amount of
loop-closures, while referring to rather different operational
conditions, e.g., traveled distance and sensor frequency.

Ground truth information, which is shaped in a binary
matrix of equal dimensions with the dataset’s total size, is
employed to measure the output of the proposed pipeline.
More specifically, its boolean elements are set to 1 (ground
truthij = 1) for indicating an actual loop-closure event and
(ground truthij = 0) otherwise. For the KITTI courses, the
used ground truth information was manually extracted by the
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Fig. 2: Precision recall curves generated by the proposed
framework. Colored cycles on the top of each graph highlight
the highest recall rates for 100% precision (RP100).

authors in [66]. Malaga 2009 parking 6L and New College
were evaluated based on the information employed in [47].

Throughout our experimentation, the most frequently used
evaluation metrics are adopted, viz., precision and recall
[31]. Precision is defined as the ratio between the correct
detections, i.e., true-positives, as indicated by the ground
truth, over the system’s total detections: true-positives / (true-
positives + false positives). Recall is defined as the number
of true-positives over the sum of loop-closure events in
the ground truth: true-positives / (true-positives + false-
negatives). Note that false-negatives are the events that ought
to be detected, but the system failed to. In order to produce
a single evaluation metric for the system’s performance, the
recall at 100% precision (RP100) is utilized, which represents
the highest achieved recall score without inducing any false-
positive detections.

A. Performance evaluation

The system’s overall performance is depicted in Fig.
2. Precision and recall curves are generated through the
utilization of different loop-closure hypothesis thresholds θ.
Aiming to evaluate the impact of our method, its parameters
remained fixed in every tested environment. The best results
at 100% of precision are indicated by the colored cycles. Our
first remark is that each of the resulting curves presents high
recall rate on the evaluation datasets. Evidently, the system
produces a very competent performance for the KITTI 00 and
05 datasets; however, its recall drops in KITTI 02, Malaga
2009 6L, and New College, due to their intense perceptual
aliasing effect.

B. System’s complexity

Aiming to analyze the computational complexity, the pro-
posed system is tested on the KITTI 00 dataset, which con-
stitutes the most extended environment among the evaluated
ones, exhibiting the highest number of loop-closures. A total
of 4551 images is processed, yielding 327.6 ms per query
image on average. Table II provides an extensive assessment
of the system’s response time. Feature extraction denotes the
time needed for producing SURF (key-points detection and

TABLE II: System’s response (ms/query) for the KITTI 00
dataset [63].

Average Standard deviation

Feature Key-points detection 51.1 13.1
extraction Key-points extraction 13.6 4.6

HOG extraction 22.6 5.1

Environment SURF matching 12.1 33.7
representation SURF clustering 226.0 1377.0

Decision- Votes distribution 45.5 30.8
making Matching 2.2 26.8

Total pipeline 327.6 1491.1

TABLE III: Comparisons against other state-of-the-art meth-
ods using the recall scores for 100% precision (RP100).

Method Dataset

K00 K02 K05 M6L NC

FAB-MAP 2.0 [45] 61.2 44.3 48.5 21.8 52.6

DBoW2 [48] 72.4 68.2 51.9 74.7 47.5

SeqSLAM [51] 74.8 63.8 52.1 20.5 41.7

DOSeqSLAM [54] 74.8 58.9 56.7 23.3 16.8

iBoW-LCD [42] 76.5 72.2 53.0 57.4 73.1

Tracking-DOSeqSLAM [55] 77.6 61.1 38.2 42.0 40.0

Ours 78.0 37.3 70.5 35.5 17.0

description) and HOG, while the environment representation
process involves the timings for features’ matching and vi-
sual words generation (SURF clustering) through GNG [67].
The decision-making step is slit into the votes distribution
and the global descriptors’ matching procedure. The former
corresponds to the time required for the k-NN search, while
the latter is the time needed for image-to-image association
between the members of the query sequence and the ones
belonging to the associated sub-map.

As shown in Table II, loop-closures are detected effi-
ciently, with each step achieving low computational com-
plexity, except for the clustering process, which is the highest
one. Still, this a common characteristic for every approach
based on an incremental visual vocabulary. However, thanks
to the small number of generated database entries describing
the robot’s traversed path, the time required for the votes’
distribution is meager. Finally, image-to-image matching is
negligibly exploiting the global descriptors’ compact dis-
crimination properties.

C. Comparative results

This section presents a comparison of the proposed
pipeline against the most representative works in sequence-
based mapping, namely DBoW2 [48], SeqSLAM [51],
DOSeqSLAM [54], and Tracking-DOSeqSLAM [55]. Also,
for the sake of completeness, comparative results are given
against single-based frameworks either using a pre-trained
vocabulary, such as FAB-MAP 2.0 [45], or an incremen-
tal one, such as iBoW-LCD [42]. In Table III, the recall
score for flawless precision (RP100) of the proposed method
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TABLE IV: In depth comparison with the state-of-the-art
framework in [42].

iBoW-LCD [42] Proposed
ORB(#) S(Mb) T(ms) VW(#) S(Mb) T(ms)

K00 [63] 958K 29.2 400.2 45K 11.0 327.6
K02 [63] 950K 28.9 422.3 46K 11.2 273.3
K05 [63] 556K 16.9 366.5 25K 6.1 302.8
M6L [64] 806K 24.5 440.8 31K 7.5 253.6
NC [65] 254K 7.7 383.7 33K 8.0 102.1

and the aforementioned highly acknowledged approaches is
provided. The cited methods’ performance is obtained by
our previous work [47], wherein each method was evaluated
based on the same ground truth. Notably, the proposed
system can achieve high recall rates in most environments as
compared to the state-of-the-art. In KITTI courses 00 and 05,
the system exhibits an improved recall score outperforming
the other baseline methods. Nevertheless, in KITTI 02,
Malaga 2009 6L, and New College, it performs unfavorably
compared to the rest of the approaches. This is due to the
absence of more sophisticated techniques, e.g., geometrical
verification checks, for avoiding false-positives originating
from areas with strong perceptual aliasing.

In this regard, in Table IV, we exhaustively compare the
proposed pipeline with the state-of-the-art method iBoW-
LCD1 [42], which incrementally generates a visual vocabu-
lary of binary elements, similarly to [47]. The final mapping
size, i.e., visual words (VW) against ORB features [24], the
storage requirements (S), and the average response time per
image (T) are presented. It is worth noting that even if our
method does not always imply the higher recall values, its
map size (both in VW and S) and computational complexity
are noticeably lower.

IV. CONCLUSIONS

In this paper, a visual sequence-based loop-closure de-
tection pipeline is proposed. The presented method uses
both local and global features for its mapping procedure,
extracted from the incoming camera measurements. The
former are used for the trajectory’s dynamic segmentation
and the corresponding visual words’ generation, while the
latter for image-to-image indexing. The system adopts a
probabilistic scheme to find the most similar sub-map in the
traversed route when querying the database. This way, an
incremental visual vocabulary is constructed, offering low
complexity and competitive accuracy. As evidenced by its
evaluation on several publicly available datasets, our method
reaches high performances while achieving a lower run-time
and memory footprint as compared against a state-of-the-
art method. In our future work, we intend to enhance the
proposed pipeline with more sophisticated verification and
indexing techniques to further increase the recall scores and
reduced run-times.

1The iBoW-LCD [42] open-source implementation can be found at
https://github.com/emiliofidalgo/ibow-lcd.
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