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Abstract— As an unmanned aerial vehicle (UAV) navigates
autonomously, there are unanticipated occasions, e.g., loss of
data provided by the global navigation satellite system, where
its mission has to be terminated. In such circumstances, the
platform needs to change its navigation mode to landing, so
as to protect the system from a possible accident. This process
demands the successful selection of the ground surface before
the aircraft starts its landing. This paper proposes a low-
complexity algorithm for recognizing the suitability of the
ground surface based on three laser range-finders, which are
mounted on a hybrid vertical take-off and landing (VTOL)
fixed-wing UAV. We take advantage of their small size, high
precision distance measurements, and operational speed to
compute the ground slope and the existence of any obstacles
therein. Experiments on a prototype aircraft show that our
method can perform robustly and under real-time constraints.

I. INTRODUCTION

In robotic literature, multi-copter platforms are also known
as micro aerial vehicles (MAVs) or unmanned aerial vehicles
(UAVs). In recent years, these systems have become widely
popular in the research community due to the market’s
demands for various military, commercial, and industrial
applications [1], while their great progress is mainly owed
to the technology’s advances [2], [3]. Representative ex-
amples include traffic and farming surveillance [4], [5],
asset monitoring [6], [7], wildfire detection [8], hazardous
environments’ investigation [9], [10], [11], product delivery
[12], [13], structure inspection (such as power cables, dam
walls, vessels, and bridges) [14], [15], [16], and search and
rescue missions [17], [18], [19], [20].

The system’s take-off, trajectory tracking, and precise
landing constitute the main three components for achieving
such autonomous tasks. However, among the objectives
mentioned above, which are primarily based on a global
positioning system (GPS) [21], autonomous landing is the
most challenging part. This is because the flight controller
has to generate a proper trajectory while minimizing power
consumption and provide robustness in the face of dynamic
conditions, e.g., sudden wind gusts or rotor downwash [22],
moving landing platform [23], or unsuitable landing surfaces,
e.g., rocky surroundings or high slope planes [24]. Moreover,
methods based on GPS are susceptible to interference [25],
which increases the accident rate when landing is performed
in complex environments. Based on the above, frameworks
leveraging the UAV’s safe landing have become a popular
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research topic. Nevertheless, most techniques try to address
the problem of detecting a landing platform [26], ignoring
the surface condition, which can be proven disastrous for the
vehicle’s integrity.

Over the past decade, a significant amount of research on
tracking and landing via visual navigation has been carried
out [27], [28]. Using a vision-based system in different vehi-
cle types [29], [30], [31], [32], including vertical take-off and
landing (VTOL) platforms [33], [34], is a reliable solution
due to its low cost [35] and low-interference characteristics
[36], [37], [38], [39]. Besides, as most image-based computer
vision algorithms for recognizing surface conditions [40],
[41], [42] are prone to errors, researchers may turn their
attention towards robust measurements from laser scanners
[43], [44], such as light detection and ranging (LIDAR) [45],
[46], as sources of information to perform a precise landing.

Since this process holds a vital role in the mission’s
integrity when developing a fully autonomous UAV, in
this paper, we are interested in using a lightweight and
low-complexity perception system, based on three range-
finder sensors, for evaluating the surface’s adequacy for
landing. The original inspiration for our work comes from
[24], where the authors used ultrasonic sensors employed
in each copter’s arm to measure the distance between the
platform and the ground and avoided unsuitable surfaces by
adopting heuristic techniques. However, the proposed system
is designed to recognize the surface’s slope together with
potential obstacles therein and perform safety landing while
still maintaining its complexity under real-time constraints.
Our experiments were carried out on a prototype hybrid
VTOL fixed-wing UAV [47], [48], dubbed as MPU RX-4.
The main contributions proposed by the paper at hand are
summarized as follows:

• A straightforward pipeline for recognizing increased
slope surface during the landing process. This way,
the risk of collision between the platform’s parts and
the ground is avoided while the system’s integrity is
ensured.

• A low-complexity algorithm for detecting protruding
objects, e.g., rocks or tree trunks, in cases of a smooth
ground slope.

The structure of the paper is as follows. Section II provides
a problem definition. Section III describes the proposed
methodology in detail, while its performance is evaluated
in Section IV. The conclusion and future work are discussed
in the last Section V.
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Fig. 1: An overview of the sensors’ position in the proposed
vertical take-off and landing (VTOL) aircraft. Points A and
B, at the back of the aircraft, denote the two low-range laser
ranger-finders. The third one, Γ, is the long-range distance
sensor located at the center of the unmanned aerial vehicle.

II. PROBLEM STATEMENT

The task refers to recognizing the surface’s conditions,
which would permit the aircraft to land safely. MPU RX-4 is
capable of vertical landing on its underbelly by utilizing a set
of 3 propellers, while different sensors, e.g., global naviga-
tion satellite system (GNSS) receiver, accelerometer, range-
finders, and inertial measurement unit (IMU), are mounted
on its platform. However, for its autonomous landing, only
the laser range-finders and the IMU are considered. The
three laser sensors are facing down and are employed for
measuring its altitude above the ground. More specifically,
one long-range range-finder is used both for landing and
navigation, while the rest are low-range ones and are utilized
solely for landing.

III. AUTONOMOUS LANDING

When the communication between the UAV and the
ground station is interrupted, or the system needs to stop its
operation due to an urgent situation in its working environ-
ment, autonomous landing should be chosen. Firstly, the ve-
hicle descends slowly, using the long-range laser range-finder
until it reaches a ground distance of 5 meters. Then, the other
two sensors are activated, and the surface evaluation process
begins. In order to measure the landing area’s conditions,
i.e., computing the surface’s slope and any objects therein,
the proposed perception framework uses the range-finders’
output to calculate the dominant surface’s plane. Based on
this computation, its slope is estimated, and the vehicle is
prompt to move elsewhere if the terrain is unsuitably steep or
anomalous. Moreover, by exploiting the aircraft’s continuous
hovering and using a sequence of consecutive measurements,
it can detect and avoid objects affecting the landing process.
If the recognized landing ground conditions are satisfied, the
aircraft continues its descending and sensing procedures until
touching down.

A. Perception

For calculating a plane, three distance measurements
between the UAV and the candidate landing ground are

Fig. 2: The process of autonomous landing. When the aircraft
reaches an altitude of 5 meters, its low-range distance sensors
are activated. The data given by these range-finders and
the measurement provided by the long-range sensor are
used for the plane computation and, subsequently, its slope
identification.

required. These figures can be used as distinct points since
the sensor’s location upon the aircraft’s body is known. In
Fig. 1, the proposed arrangement of the flight system’s range-
finders is presented. The low-range sensors are located at the
back of the aircraft while the long-range to its center.

B. Surface slope estimation

Considering that the lengths X and Y (see Fig. 1) are
known from the system’s design and that ZA, ZB, and ZΓ

are the corresponding sensors’ distance measurements, the
points needed for the plane’s computation are defined with
respect to the UAV’s frame of reference as:

PA =

 0
0
ZA

 , PB =

 X
0
ZB

 , PΓ =

X/2
Y
ZΓ

 . (1)

By converting the measurements provided by the IMU into a
rotation matrix R and assuming no horizontal translation for
the vehicle1, these points are expressed in the world’s frame
of reference as follows:

P ′A = RPA, P
′
B = RPB , P

′
Γ = RPΓ. (2)

Employing these data into the general plane equation:

ax+ by + cz + d = 0 (3)

1In case of horizontal translations, the respective information can be
retrieved by the vehicle’s pose estimation module and GNSS measurements.
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(a)

(b)

Fig. 3: Different distance measurements captured by the unmanned aerial vehicle’s range-finders for consecutive time
instances yield to the corresponding planes’ calculation (a). Then, each plane is evaluated against the total of points recorded,
and the one presenting the lowest average distance is selected as the dominant plane (b). Outlier points that are located
beyond this plane, are used to identify potentially dangerous protruding objects on the surface.

each parameter a, b, c is calculated. Note that the last param-
eter d is set to 0 since it does not affect the plane’s slope,
just its displacement. The vector N = [a, b, c]T constitutes
the normal vector of the plane, whose angles with respect to
the horizontal plane are calculated through:

cos(φ) =
N ·N0

|N ||N0|
, (4)

where N0 = [0, 0,−1]T refers to the normal vector of the
horizontal plane. The proposed methodology is summarized
in the representative example depicted in Fig. 2.

C. Robust surface and protruding object detection

During the UAV’s landing process, the distance mea-
surements taken at each time step from the laser sen-
sors correspond to several points. Hence, a point cloud of
the surface is generated wherein different planes can be
computed, as shown in Fig 3a. We choose to exploit the
hovering movement, which occurs as the aircraft descends
to the ground, to compute the existence of any object
in the candidate landing place using a scheme based on
random sample consensus (RANSAC) [49]. Keeping a total
of 150 consecutive instances, the average distance between
the recorded points and each plane is computed. The plane
Q with the lowest score is chosen as dominant one (see Fig.
3b). Outlying points which are located beyond Q can be used
to identify protruding objects that may harm the platform’s
integrity during landing.

(a) (b) (c)

Fig. 4: The landing area where our experiments took place.
Our unmanned aerial vehicle (UAV) was tested on three
scenarios, viz., flat (a), increased slope (b), and rocky (c).
Experiments took place in an outdoor environment within
our university’s campus.

IV. EXPERIMENTAL PROTOCOL

This section presents the experiments that took place in
a static environment for evaluating the landing algorithm’s
performance. The control commands were sent wirelessly
to the aircraft, while the proposed algorithm was responsible
for allowing or preventing the system’s landing. Experiments
carried out in an outdoor area of our university campus using
three different cases of surface, viz., flat, increased slope, and
rocky (see Fig. 4).
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TABLE I: MPU RX-4 specifications.

Specifications

Type Vertical take-off and landing (VTOL)

Dimensions (W × H) 1800mm × 1000mm

Maximum take-off weight 7.5 Kg

Flight Time 60 minutes (with fully take-off weight)

Flight controller Hex Cube Black (known as Pixhawk 2.1)

Onboard computer Intel Edison

Laser range-finder (1) TeraRanger One (up to 14 meters)

Laser range-finder (2) TeraRanger One (up to 14 meters)

Laser range-finder (3) LightWare SF11/C (up to 120 meters)

A. Experimental platform

The used hybrid VTOL fixed-wing UAV is a custom-made
platform constructed and assembled from scratch. Table I
displays its overall specifications. More specifically, it is
equipped with a Hex Cube Black2 flight controller (previ-
ously known as Pixhawk 2.1) flashed with PX43 software.
This autopilot suite constitutes a commercially available
software providing internal access to its flight controller and
its parameters. The landing algorithm is executed on an
Intel Edison processor mounted internally to the controller
as a companion computer, aiming to increase the system’s
computational capabilities. The corresponding custom soft-
ware was built on the Linux operating system hosted by the
companion computer. Data are provided by the sensor to
the controller and subsequently to the companion computer
via the Inter-Integrated Circuit (I2C) and micro aerial ve-
hicles communication protocol (MAVLink4). This way, the
Hex Cube Black is utilized as an off-the-shelf solution for
reading the acquired distance measurements. Concerning the
down-facing laser modules, an SF11/C5 has been installed
as the long-range (120 meters) distance sensor, while two
TeraRanger One6 are employed as low-range (14 meters)
ones. In Fig. 5, the proposed flight system is presented, while
the prototype UAV equipped with the mentioned sensors is
shown in Fig. 6.

B. Results

Our platform was tested in two different scenarios. The
first regards a terrain which is suitable for landing. We
assessed our algorithm on a flat surface without obstacles or
significant slope. Nevertheless, for the second scenario, two
extra cases were evaluated. More specifically, the first was
a surface that presented an increased slope (>30o), whereas
the second was a surface with a stone.

1) Suitable for landing: By hovering the aircraft over a
metallic slab within a low grass landing area (see Fig. 4a), we
performed four trials in different environmental conditions,

2https://tinyurl.com/HexCubeBlack
3https://tinyurl.com/px4io
4https://tinyurl.com/mavlinkio
5https://tinyurl.com/sf11-c-120m
6https://tinyurl.com/teraranger1

Fig. 5: An overview of the proposed landing system. In
conjunction with the flight controller’s inertial measurement
unit (IMU) data, measurements recorded from the three
range-finders are processed by the companion computer,
which is embedded on the platform for computing the ground
surface conditions.

Fig. 6: The unmanned aerial vehicle used for our ex-
periments. It includes a Hex Cube Black flight controller
incorporating an Intel Edison companion computer. Three
laser range-finders (one SF11/C and two Terra Ranger One)
are employed for the system’s perception during the landing
procedure.

i.e., day-time and afternoon, as well as sunny and cloudy.
During each landing trial, our hybrid VTOL fixed-wing
UAV was able to recognize that the surface conditions were
suitable for performing its landing procedure. Distance mea-
surements acquired from the laser range-finders have shown
a slight deviation due to the grass; however, the system
achieved to detect the plane’s slope with high accuracy, due
to the proposed RANSAC-based scheme.

2) Not suitable for landing: A set of trials was held in a
similar manner for testing the detection algorithm when the
aircraft encounters an unsuitable ground surface. Regarding
the case of an increased slope, a surface with at 40o was
selected. The system was able to compute the ground’s slope
with ±5o accuracy during each trial. Concerning the last test
case, the landing area presented a large stone therein (Fig.
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TABLE II: Average processing time needed for recognizing
the surface conditions.

Time (ms)

Sensor data Long-range range-finder 9.2
Low-range range-finder (1) 6.5
Low-range range-finder (2) 6.6

Plane computation Points’ rotation 20.2
Plane computation 40.8

Landing place recognition Slope computation 10.9
Robust surface detection 55.8

Whole algorithm 150.0

4c). During each evaluation trial, the system detected that
the ground’s slope was not flat canceling its landing process
due to the stone’s size.

C. System’s complexity

Given that for safe navigation, real-time constraints must
be satisfied, one of the most crucial requirements of the
proposed algorithm regards its execution time. In order to
completely showcase the complexity of the landing process,
we evaluated each part of our method individually. In Table
II, an extensive assessment of the corresponding response
times is presented. It is worth noting that our system com-
putes the surface conditions at 6.66 Hz, which sufficiently
satisfies the real-time constraints by detecting hazardous
situations faster than the platform’s locomotion to its next
descending position.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we designed a perception system for protect-
ing the integrity of a UAV’s platform in cases of emergency
landings. The proposed framework follows a low complexity
pipeline able to be adapted to small and light aircrafts.
Using the distance measurements provided by three laser
range-finders mounted on the UAV’s underbelly, our system
evaluates the surface conditions by computing the plane on
which the UAV attempts to land. This way, we achieve
to verify the suitability of the landing area through the
computation of the plane’s slope. At the same time, any
obstacle included on the respective area is detected to avoid
collisions. Our evaluation protocol have been based on three
cases, namely flat, increased slope, and rocky, revealing the
efficiency of the proposed method. In the future, we plan to
build a geofenced system for protecting the autonomous UAV
both during landing and navigation, while more experiments
are intended to be held for testing our method’s robustness.
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