Evaluation of Shape Descriptors for Shape-Based Image Retrieval
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Abstract

This paper\textsuperscript{1} presents a comparative study between scale, rotation and translation invariant descriptors for shape representation and retrieval. Since shape is one of the most widely used image feature exploited in content-based image retrieval systems, we studied for each descriptor, the number of coefficients needed for indexing and their retrieval performance. Specifically, we studied Fourier, curvature scale space, angular radial transform, and image moment descriptors for shape representation. The four shape descriptors are evaluated against each other using the standard methodology and the two most appropriate and available databases. Results showed that moment descriptors present the best performance in terms of shape representation quality while angular radial transform presents the lowest descriptor size.

Index Terms

Shape representation, image retrieval system, shape matching, invariant descriptors.

I. INTRODUCTION

Shape representation compared to other features, like texture and color, is much more effective in semantically characterizing the content of an image [1]. However, the challenging task of shape descriptors is the accurate extraction and representation of shape information. The construction of shape descriptors is even more complicated when invariance, with respect to a number of possible transformations, such as scaling, shifting, and rotation, is required [2]. The overall performance of shape descriptors can be divided into qualitative and quantitative performance. The qualitative characteristics involve their retrieval performance based on the captured shape details for representation. Their quantitative performance includes the amount of data needed to be indexed in terms of number of descriptors, in order to meet certain qualitative standards [3], as well as their retrieval computational
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While studies have been extended to content based 3D shape retrieval methods [4], still pattern recognition by 2D shape descriptors can be used in many practical tasks, for example in image matching, multitemporal image sequence analysis, shape classification and character recognition. Furthermore, their quantitative characteristics which still remain superior, make them widely usable and effective [5].

Various shape descriptors exist in the literature, mainly categorized into two groups: contour-based shape descriptors and region-based shape descriptors. Contour-based methods need extraction of boundary information which in some cases may not available. Region-based methods, however, do not rely on shape boundary information, but they take into account all the pixels within the shape region. Therefore, for generic purposes, both types of shape representations are necessary.

An extensive evaluation of MPEG-7 shape descriptors have been presented in [6] where the effectiveness of Zernike moments and Fourier descriptors was confirmed through experimental results. In [7], the curvature scale space descriptor outperforms the other evaluated shape descriptors when compared in the MPEG-7 Core Experiment. In [8], descriptors based on complex moments and spectral transforms, such as Zernike moments and Fourier descriptors, are proved to be the best choices for general shape applications. While the aforementioned descriptors are some of the most important shape descriptors, they have never been evaluated against each other.

In this paper, we review and evaluate these important shape descriptors using the MPEG-7 Core Experiment shape database. Their retrieval performance and comparison results are presented and discussed. Furthermore, their computational complexity in terms of the amount of required coefficients and their retrieval computational cost is presented.

The rest of the paper is organized as follows. In Section II, the four shape descriptors are described. In Section III, their indexing methodology and efficiency is presented. In Section IV, the shape based descriptors are compared and evaluated against each other in both terms of retrieval and computational complexity performance. The paper is concluded in Section V.

II. SHAPE DESCRIPTORS

In this section we describe four important shape descriptors: Fourier descriptors, curvature scale space descriptors, angular radial transform descriptors, and image moment descriptors. Fourier descriptors and curvature scale space descriptors are contour-based since they are extracted from the contour, while image moments and angular radial transform descriptors are region-based extracted from the whole shape region.

A. Fourier Descriptors

Fourier Descriptors (FD) have been successfully applied to many shape representation applications, especially to character recognition. Their nice characteristics, such as simple derivation, simple normalization, and its robustness to noise, have made them very popular in a wide range of applications [9]. The Fourier descriptors are obtained through
Fourier transform on a complex vector derived from shape boundary coordinates \((x_n, y_n), n = 0, 1, \ldots, N - 1\). The complex vector \(\bar{U}\) is given by the difference of the boundary points from the centroid \((x_c, y_c)\) of the shape

\[
\bar{U} = \begin{pmatrix}
x_0 - x_c + i(y_0 - y_c) \\
x_1 - x_c + i(y_1 - y_c) \\
\vdots \\
x_n - x_c + i(y_n - y_c)
\end{pmatrix}, \quad n = 0, 1, \ldots, N - 1
\tag{1}
\]

where

\[
x_c = \frac{1}{N} \sum_{n=0}^{N-1} x(n), \quad y_c = \frac{1}{N} \sum_{n=0}^{N-1} y(n)
\tag{2}
\]

The centroid subtraction, which represents the position of the shape from boundary coordinates, makes the representation invariant to translation. One dimensional Fourier transform is then applied on \(\bar{U}\) to obtain the Fourier transformed coefficients

\[
\tilde{F}_k = \text{FFT}[\bar{U}]
\tag{3}
\]

The magnitudes of the coefficients \(|\tilde{F}_k|\) are normalized by the magnitude of the first coefficient \(|\tilde{F}_0|\) for scaling invariance. The acquired Fourier descriptors are translation, rotation and scale invariant.

By limiting the number of coefficients \(k\), we are able to reduce the high frequency noise to a great extent, leaving at the same time the main details of the patterns. Thus, the application of limited number of Fourier descriptors has the effect of lowpass filtering. However, this reduction leads also to loss of spatial information in terms of fine detail.

**B. Curvature Scale Space Descriptor**

The Curvature Scale Space descriptor (CSS) treats shape boundary as a one dimensional signal, and analyzes this signal in scale space \([10]\). Since curvature is a very important local measure on how fast a planar contour is turning, the curvature scale space is exploited. Thus, the zero crossings of curvatures at different scales, through Gaussian smoothing, are useful for shape description because they represent the perceptual features of shape contour.

The CSS descriptors are obtained after scale normalization on a complex vector derived from shape boundary coordinates \((x_n, y_n), n = 0, 1, \ldots, N - 1\). Then the curvature is derived from shape boundary points as follows \([11]\):

\[
k(t) = (\dot{x}(t)\ddot{y}(t) - \ddot{x}(t)\dot{y}(t))/((\dot{x}(t) + \dot{y}(t))^2)^{3/2}
\tag{4}
\]

where \(\dot{x}(t), \ddot{x}(t)\) and \(\dot{y}(t), \ddot{y}(t)\) are the first and the second derivatives at location \(t\), respectively. Curvature zero-cross points are then located in the shape boundary. The shape is then evolved into the next scale by applying Gaussian smoothing:

\[
x'(t) = x(t) * g(t, \sigma, c), \quad y'(t) = y(t) * g(t, \sigma, c)
\tag{5}
\]
where $\ast$ means convolution, and $g(t, \sigma, c)$ is the Gaussian function as follows:

$$g(t, \sigma, c) = e^{-\frac{(t - c)^2}{2\sigma^2}}$$  \hspace{1cm} (6)

With $c$ constant and as $\sigma$ increases, the evolving shape becomes smoother. New curvature zero-crossing points are located at each scale. This process continues until no curvature zero-crossing points are found. The acquired zero-crossing points are then plotted onto the $(t, \sigma)$ plane to create the CSS contour map.

The peaks, or the local maxima of the CSS contour map (only peaks higher than a threshold are considered) are then extracted out and sorted in descending order of $\sigma$. After normalization, the CSS peaks are used as CSS descriptors to index the shape.

The descriptor is translation invariant. Scale invariance is achieved by normalizing all the shapes into a fixed number of boundary points. An efficient number of points is 128 as proposed in [6]. Since rotation of shape causes circular shifting of CSS peaks on the $t$ axis, the rotation invariance is achieved by circular shifting the highest peak (primary peak) to the origin of the CSS map. The final descriptor consists of a vector of 128 coefficients representing the boundary points, and its values correspond to the normalized peaks.

C. Angular Radial Transform

The Angular Radial Transform (ART) is a moment-based image description method adopted in MPEG-7 as a 2D region-based shape descriptor [12]. The ART is a complex orthogonal unitary transform defined on a unit disk based on complex orthogonal sinusoidal basis functions in polar coordinates. The ART coefficients, $F_{nm}$ of order $n$ and $m$, are defined by

$$F_{mn} = \int \int V_{m,n}^*(x,y)f(x,y)dxdy$$  \hspace{1cm} (7)

where $f(x,y)$ is an image function in polar coordinates and $V_{m,n}(x,y)$ is the ART basis function that is separable along the angular and radial directions:

$$V_{m,n}(r, \theta) = R_n(r)A_m(\theta)$$  \hspace{1cm} (8)

with

$$A_m(\theta) = \frac{1}{2\pi}e^{jm\theta}$$  \hspace{1cm} (9)

and

$$R_n(r) = \begin{cases} 
1, & (n = 0) \\
2\cos(n\pi r), & (n > 0) 
\end{cases}$$  \hspace{1cm} (10)

The ART descriptor is defined as a set of normalized magnitudes of the set of ART coefficients. Rotational invariance is obtained by using the magnitude of the coefficients. In order to achieve translation invariance, the center of the polar coordinate system is defined as the center of mass of the object, which can be easily acquired by geometric
moments [13]

\[
\bar{x} = \frac{\iint f(x, y) x \, dx \, dy}{\iint f(x, y) \, dx \, dy} \quad (11)
\]

\[
\bar{y} = \frac{\iint f(x, y) y \, dx \, dy}{\iint f(x, y) \, dx \, dy} \quad (12)
\]

According to the MPEG-7 standard, the ART descriptor is expressed by 140 bits, consisting of 35 4-bit coefficients, since it is defined that the calculated coefficients have orders \((n < 3, m < 12)\), normalized by \(|F_{00}|\). Therefore, the normalized scaling invariant coefficients are given by

\[
\hat{F}_{mn} = \frac{2\pi F_{mn}}{\int_{\text{object}} f(x, y) \, dx \, dy} \quad (13)
\]

**D. Image Moments**

Image Moments (IM) have been proved applicable in various recognition tasks. The chosen image moment are not invariant only under translation, rotation and scaling of the object but also under general affine transformation [14]. The affine moment invariants are derived by means of the theory of algebraic invariants and more specifically by means of decomposition of affine transformation into six one-parameter transformations. The six affine invariants used are defined below:

\[
\begin{align*}
I_1 &= \frac{1}{\mu_{00}} (\mu_{20}\mu_{11}^2 - \mu_{11}^3) \\
I_2 &= \frac{1}{\mu_{00}} \left( \mu_{30}^2 \mu_{03}^2 - \mu_{30} \mu_{21} \mu_{12} \mu_{03} + 4 \mu_{30} \mu_{12}^3 + 4 \mu_{03} \mu_{21}^3 - 3 \mu_{21} \mu_{12}^2 \right) \\
I_3 &= \frac{1}{\mu_{00}} \left( \mu_{20}(\mu_{21} \mu_{03} - \mu_{12}^2) - \mu_{11}(\mu_{30} \mu_{03} - \mu_{21} \mu_{12}) + \mu_{02}(\mu_{30} \mu_{12} - \mu_{21}^2) \right) \\
I_4 &= \frac{1}{\mu_{00}} \left( \mu_{20}^3 \mu_{03}^2 - 6 \mu_{20} \mu_{11} \mu_{12} \mu_{03} - 6 \mu_{20} \mu_{21} \mu_{02} \mu_{03} + 9 \mu_{20}^2 \mu_{02} \mu_{12}^2 + 12 \mu_{20} \mu_{11} \mu_{03} \mu_{21} \right) \\
&\quad + 6 \mu_{20} \mu_{11} \mu_{02} \mu_{30} \mu_{03} - 18 \mu_{20} \mu_{11} \mu_{02} \mu_{21} \mu_{12} - 8 \mu_{11}^3 \mu_{03} \mu_{30} - 6 \mu_{20}^2 \mu_{02} \mu_{30} \mu_{12} + 9 \mu_{20} \mu_{02} \mu_{21}^2 \\
&\quad + 12 \mu_{11}^2 \mu_{02} \mu_{30} \mu_{12} - 6 \mu_{11}^2 \mu_{02} \mu_{30} \mu_{21} + \mu_{02} \mu_{30}^2 \right) \\
I_5 &= \frac{1}{\mu_{00}} \left( \mu_{40} \mu_{04} - 4 \mu_{31} \mu_{13} + 3 \mu_{22}^2 \right) \\
I_6 &= \frac{1}{\mu_{00}} \left( \mu_{40} \mu_{04} \mu_{22} + 2 \mu_{31} \mu_{22} \mu_{13} - \mu_{40} \mu_{13}^2 - \mu_{04} \mu_{31}^2 - \mu_{22}^3 \right)
\end{align*}
\]

where \(\mu_{pq}\) is defined by

\[
\mu_{pq} = \int \int_{\text{object}} f(x, y) (x - x_t)^p (y - y_t)^q \, dx \, dy \quad (15)
\]
The proposers of the moment based method have suggested the use of either all six or only the first four invariant moments for the description of objects. We used the first case for all our experiments.

III. INDEXING

The indexing process for each descriptor was performed based on their optimal number of coefficients as described in the previous section based on the current literature. More specifically for Fourier descriptors we used the first 32 descriptors, for curvature scale space descriptors we used 128 feature points, for the angular radial transform the first 35 descriptors and the 6 image moment descriptors as follows:

\[ f_{FD} = \{ |\bar{F}_1|, |\bar{F}_1|, \ldots, |\bar{F}_{32}| \} \]

(16)

\[ f_{CSS} = \{ C_1, C_2, \ldots, C_{128} \} \]

(17)

\[ f_{ART} = \{ \bar{F}_{11}, \bar{F}_{21}, \ldots, \bar{F}_{112} \} \]

(18)

\[ f_{IM} = \{ I_1, I_2, \ldots, I_6 \} \]

(19)

However, the quantization of the values of the descriptor coefficients depends on the descriptor itself. The quantization is a critical issue in retrieval systems since the amount of the processed data depends mainly on the size of the encoded database. For Fourier descriptors an 8-bit representation is adequate for each coefficient. For curvature scale space descriptors, the required bits for peak representation after optimization and relational quantization are 9 [15]. The 4-bit representation for ART coefficient is accepted by the MPEG-7 standard [12]. Finally, for image moments, since are up to the third order, a double precision floating point representation of 64-bit is required [16].

IV. COMPARISON RESULTS

We compared the performance of each descriptor on two datasets. The first dataset is the MPEG-7 data set for the Core Experiment CE-Shape-1, part B, illustrated in [17]. We used the 1,400 image data set divided in 70 shape classes of 20 images each. Sample dataset images are illustrated in Fig. 1(a). This set is very useful for testing similarity-based retrieval and the shape descriptors robustness to various arbitrary shape distortions.

The second data set consists of 200 affine transformed bream fish and 1,100 marine fish, which are unclassified consisting the MPEG-7 data set for the Core Experiment CE-Shape-1, part C. The 200 bream fish are designated as queries. Sample dataset images are illustrated in Fig. 1(b). This set is for testing the shape descriptors robustness to non-rigid object distortions.

The size of both encoded databases based on the proposed indexing are shown in Fig. 2. It can be seen that ART and FD involve less amount of data for offline encoding of both databases. CSS is the most expensive among all the four shape descriptors. The same comparison results are derived when comparing the descriptors based on their computational efficiency in retrieval when using an Athlon-1.2GHz with 1GB memory. The average time taken for retrieval on Part-B shape database is given in Table I. For online matching, CSS is the most expensive, while FD
Fig. 1. Sample images of the MPEG-7 data set CE-Shape-1: (a) Part B; (b) Part C.

TABLE I
TIME FOR RETRIEVAL USING THE FD, CSS, ART AND IM.

<table>
<thead>
<tr>
<th>Shape Descriptor</th>
<th>Total time of retrieval</th>
<th>Average time of retrieval for each query</th>
</tr>
</thead>
<tbody>
<tr>
<td>FD</td>
<td>34025 ms</td>
<td>24.3 ms</td>
</tr>
<tr>
<td>CSS</td>
<td>129367 ms</td>
<td>92.4 ms</td>
</tr>
<tr>
<td>ART</td>
<td>19526 ms</td>
<td>13.9 ms</td>
</tr>
<tr>
<td>IM</td>
<td>61287 ms</td>
<td>43.7 ms</td>
</tr>
</tbody>
</table>

Fig. 2. Required data for indexing Core Experiment CE-Shape-1 image database: (a) Part B; (b) Part C.
Fig. 3. Retrieval results using FD, CSS, ART and IM for *glass-18*: (a) query image; (b) Precision/Recall graph for the query image.

Fig. 4. Retrieval results using FD, CSS, ART and IM for *device9-15*: (a) query image; (b) Precision/Recall graph for the query image.
Fig. 5. Average precision and recall of retrieval using FD, CSS, ART and IM on MPEG-7 contour shape database Part B.

Fig. 6. Average precision and recall of retrieval using FD, CSS, ART and IM on MPEG-7 contour shape database Part C.
and IM are much more efficient in terms of the average retrieval time. ART presents the lowest average time of retrieval for each query.

For performance measure we used the precision and recall of the retrieval for the evaluation of the query results. Precision $P$ is defined as the ratio of the number of retrieved relevant shapes $r$ to the total number of retrieved shapes $n$, $P = r/n$. Precision $P$ measures the accuracy of the retrieval and the speed of the recall. Recall $R$ is defined as the ratio of the number of retrieved relevant images $r$ to the total number $m$ of relevant shapes in the whole database, $R = r/m$. Recall $R$ measures the robustness of the retrieval performance.

In order to study the behavior of each shape descriptor, we first present their retrieval performance in two different shapes. The first shape is shown in Fig. 3(a) representing a glass with great boundary variation. The second shape is a circular device with fine details along its circular shape as shown in Fig. 4(a). From the precision-recall charts it can be seen that FD is more robust to general boundary variations while CSS fails to retrieve objects with no prominent contours. IM presents a fine overall performance, however when compared with the results of both shapes, it can be seen that its superiority is met in the circular device since it can capture the fine details of the contour. The ART presents an average performance in both shapes, realizing an acceptable trade-off between accuracy and complexity.

The average precision and recall result are presented in Fig. 5, and Fig. 6, for Part B and Part C shape databases respectively. From the average results, IMs are presenting the best retrieval performance in all the data sets tested. It is clear from Fig. 5, that for simple shape transformation such as scaling, rotation, and affine transform, IMs have much higher performance than the other descriptors. They also demonstrate robust performance in generic shape variations as shown in Fig. 6. On average, their retrieval results are more perceptually acceptable than FDs. However, moments due to their nature, have an intrinsic problem in shapes with relatively large stretching. FDs which are contour-based are also robust to such irregularities of boundary as shown in retrieval results using the Part B database. ART in both datasets has not the best description accuracy, however is a small and simple descriptor with fast retrieval answer, applicable where only a low order of computational complexity is required. CSS robustness in boundary variations is very limited, thus it is proposed to be combined with global descriptors in order to form a more robust shape descriptor.

V. CONCLUSION

In this paper we have made a study and a comparison on four shape descriptors for shape retrieval. Results show that in terms of scaling, translation, and rotation invariance and compactness, image moment descriptors get more credits than the other three methods. Although image moment descriptors lacks the contour information reflected in contour based descriptors, retrieval results favor its performance. Angular radial transform is a small and simple descriptor with fast retrieval answer presenting the lowest average time of retrieval, making it suitable where only a low order of computational complexity is required.
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